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All shotgun sequence data generated by this study, as well as metagenome-assembled genome sequences are deposited in the NCBI Sequence Read Archive under
BioProject PRJNA678454. Participant-level metadata (age, BMI, blood pressure measurements, and concomitant medications) and human genetic data will be
deposited in the European Genome-phenome Archive (EGA) under Study ID EGAS00001002482 and dataset ID EGAD00001006581.Comprehensive Antibiotic
Resistance Database release 1.1.8 is available at https://card.mcmaster.ca/. Unified Human Gastrointestinal Genome collection data are available in the European
Nucleotide Archive under study accession ERP116715. Genome Taxonomy Database release 95 is available at https://data.gtdb.ecogenomic.org/releases/.

Single samples were obtained from 190 adult women from two locations: Bushbuckridge Municipality (n=132) and Soweto (n=58). Sample size
determination was based on participant availability and is comparable or exceeds sample sizes of other microbiome characterization studies.

Samples from HIV+ individuals were excluded as a predetermined criterium as HIV+ status confounds microbiome composition comparisons.
118 samples from Bushbuckridge and 51 samples from Soweto were carried forward for further analysis.

As this study compares samples from two populations, we did not replicate the full study with an additional set of sample collection. We
verified our classification-based analyses by classifying our data against various reference databases. All attempts at replication with various
reference databases were successful. The analysis in this study is reproducible through the availability of our computational pipelines (see
Software and Code availability).

Participants/samples were not randomized into experimental groups for this study as we compared the microbiomes of two distinct
communities. Samples were randomized across plates for DNA extraction and sequencing to avoid batch effects between groups. Covariates
between groups were not controlled for, as the purpose of this study was to understand how geography and lifestyle covariates relate to
microbiome composition.

Investigators were not blinded to group during data collection. Blinding was not possible as participants were surveyed at their respective
locales. Blinding was not relevant to our study as all data were processed through the same computational pipelines.




